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ABSTRACT 

 

Greek H* and L+H* contrast, such that the former 

pitch accent is realized as high pitch indicating new 

information, while the latter is realized as a “scooped” 

rise encoding contrastive information. This 

distinction is robust in controlled, scripted data but 

has not been tested in unscripted speech. To address 

this gap, we used Functional Principal Components 

Analysis (FPCA) to examine 1599 rising accents 

from unscripted speech elicited from eight native 

Greek speakers. The coefficients of the resulting PCs 

were analysed using LMEMs, which showed 

statistically significant differences between H* and 

L+H* for PCs 1-4. PC1 captured scaling differences, 

while PCs 2-4 reflected differences in contour shape, 

such that they support the analysis of L+H* as a 

“scooped” rise, and H* as high pitch. These results 

suggest that the distinction between H* and L+H* is 

relevant for Greek intonation phonology 

independently of speech type. 

 

Keywords: intonation, variability, spontaneous 

speech, Greek, FPCA.  

1. INTRODUCTION 

English and other Germanic languages have a 

H*~L+H* accentual contrast [e.g., 1, 2, 3]. In 

English, H* indicates that the accented item is new in 

discourse and should become part of the common 

ground, while L+H* indicates it should be chosen 

from a closed set of alternatives and added to the 

common ground. Thus, H* and L+H* typically mark 

broad and narrow focus respectively. This contrast is 

robust in perception [4, 5], and in production with 

controlled, scripted data where contrastivity is critical 

[3, 6]. However, spontaneous speech has not provided 

equally strong evidence: [7] found that rising and 

high accents (L+H* and H* respectively) are present 

in spontaneous speech but this phonetic difference 

does not correspond to distinct pragmatic functions. 

In short, in spontaneous speech, English H* and 

L+H* are not as distinct as in scripted speech, 

shedding doubt on the validity of the contrast. 

An analogous situation obtains in Greek, in which 

the descriptions of H* and L+H* are comparable to 

those for English in terms of phonetic realization and 

pragmatics [8, 9]. Based largely on qualitative data, 

these accents have been described as appearing in 

focal position followed by L-L% edge tones. In this 

context, H* creates a slightly declining plateau with 

the preceding accentual peak (if one is present) and is 

realized as a fall (Fig.1a); L+H* is realized as a rise 

from a low F0 point followed by a fall (Fig.1b). 

 
Figure 1: Waveforms and F0 tracks of [ta ˈorima 

leˈmoɲa] “the ripe lemons” with a H* accent on [leˈmoɲa] 

(a), and [kikliˈka] “in a circle” with a L+H* accent (b). 

 

Recently, [10] applied Functional Principal 

Components Analysis (FPCA) on controlled scripted 

data to quantitatively examine this accentual contrast 

in Greek. FPCA is a data-driven, dimension-

reduction method in which curves (time- and speaker- 

normalized F0 curves in [10]), are modelled as B-

splines. Based on this modelling, FPCA returns the 

dominant modes of curve variation called Principal 

Components (PCs; [11, 12]; see 2.3 for details). In 

line with [8, 9], [10] showed that in Greek H* and 

L+H* differ in shape and scaling and are used in 

distinct pragmatic contexts. However, this 

quantitative evidence comes from scripted data only. 

Given the findings from English [7], it is reasonable 

to question whether the Greek accentual distinction is 

as robust in unscripted speech as it is in scripted 

speech [8, 9, 10] . We addressed this question by 

examining the H*~L+H* contrast in unscripted 

Greek data using FPCA. 
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2. METHODS 

2.1. Participants 

Eight native speakers of Standard Greek (4F), 22-27 

years old (�̅� = 24; SD = 1.7), who reported no speech 

or hearing disorders, took part. APF01 was bilingual 

in Greek (dominant) and Albanian (heritage); her data 

were included as they did not deviate from the 

average. All participants had learned English and 

additional languages via formal instruction (Italian, N 

= 3; French, N = 3; Spanish, N = 2; German, N = 1).  

2.2. Materials and procedure 

Unscripted speech was elicited by means of five 

tasks. In three monologues, participants narrated from 

memory a fable and a news item they had previously 

read, and told three stories using the app “Story 

Dice”, in which players create a narrative based on 

icons depicted on six dice. Map tasks were used to 

elicit dialogues [13]: each speaker took part twice, 

once as instruction-giver (guiding the follower by 

using a map marked with a route) and once as 

instruction-follower (recreating the same route on 

their map which differed slightly from the instruction-

giver’s). In addition, participants discussed in pairs 

the functions of seven unusual objects appearing in a 

short video. Finally, the participants used the app 

“Guess who you are” (available in Greek) in groups 

of four to play an e-version of HedBanz (players place 

a card on a band on their head and guess the object on 

the card asking only yes/no questions).  

Due to COVID-19 restrictions, the recordings 

were made using the experimenter’s computer and the 

AVR application on the participants’ phones. The 

recordings were saved as mono .wav files (256 kbps, 

44.1 kHz sampling rate), a format that, according to 

[14], does not pose problems for F0 analysis. 

2.3. Annotation and analysis 

The data were annotated in Praat [15] after being 

orthographically transcribed. Trained annotators 

identified the nuclear accents of intermediate and 

intonational phrases that ended in L- and L-L% edge 

tones respectively. The annotators then used phonetic 

and pragmatic criteria to classify the accents (if high 

or rising) as H* or L+H*: accents were annotated as 

L+H* if they showed a rise from a low F0 point and 

their use was contrastive or corrective in context; high 

accents without a rise and accents that were not 

contrastive or corrective were annotated as H*. 

Finally, the annotators marked the analysis window, 

the interval over which the F0 analysis was to be 

performed; this included the accented word and its 

clitics, if any (e.g., του δεινόσαυρου [tu ðiˈnosavru] 

“the dinosaur.GEN” was one analysis window). Forced 

alignment was then performed using Praat’s “Align 

interval” function with the language set to Greek, and 

erroneous segment boundaries were manually 

corrected. The resulting corpus included 1599 accents 

categorized as H* or L+H*; see Table 1. 

 Speaker  

 01 02 03 04 05 06 07 08 Total 

H* 146  87 62 78 204 148 280 224 1229 

L+H* 48 50 19 22 68 53 61 49 370 

Total 194 137 81 100 272 201 341 273 1599 

Table 1: Accent distribution by speaker. 

The F0 contours of the analysis windows were 

extracted using Praat with an octave cost of 0.1 and 

the following pitch range and time steps (chosen to 

minimize tracking errors): APF01, APF05, APF07, 

APF08: 120–500 Hz, 5 ms time step; APM02, 

APM06: 70–280 Hz, 10 ms time step; APM03, 

APM04: 70–300 Hz, 10 ms time step. Remaining F0 

halvings and doublings were visually identified [16] 

and manually corrected. Undefined F0 values were 

interpolated using stine interpolation [17]. The F0 

contours were then scaled by speaker.  

The next step was landmark registration to align 

the F0 curves around a specific time point and time-

normalize them in the process. The onset of the 

accented vowel was used as landmark. The speaker-

normalized and landmark-registered curves were then 

smoothed using k = 8 and λ = 10^4 (k refers to the 

number of spline knots and reflects the degree to 

which the original curves are faithfully modelled; λ 

reflects the degree to which smoothing is penalized). 

The resulting F0 curves were subjected to FPCA 

following the procedures in [11, 12]. As mentioned in 

section 1, FPCA returns the dominant modes of curve 

variation (PCs). The shape of each F0 curve is treated 

as a function and receives a coefficient (or score) for 

each PC. Scores can then be used for statistical 

modelling to uncover differences between linguistic 

categories, here H* and L+H*. 

The scores of the first five PCs were statistically 

analysed using linear mixed effects models (LMEMs; 

R: 4.2.1 [18]; lme4: 1.1.26 [19]). In all models, the 

PC scores were the dependent variable, and ACCENT 

(H*, L+H*) the independent variable. SPEAKER was 

included as random intercept and ITEM was nested 

within SPEAKER. This structure was selected because 

the data come from unscripted speech and thus each 

item was given a unique id (e.g., when APF01 says 

[ˈperasa ta ˈorima leˈmoɲa] “I went past the ripe 

lemons” lemons is item 01; when she says [ðeksiˈa ap 

ta ˈorima leˈmoɲa] “to the right of the ripe lemons” 

lemons is item 02).1 The base model formula is given 

in (1); for PC1, R indicated that the model was 

4. Speech Prosody ID: 295

1336



“singular”, so we simplified the random structure by 

dropping the random intercept for SPEAKER.  

(1) lmer (PC# ~ ACCENT + (1|SPEAKER) + 

(1|SPEAKER: ITEM), data = data, REML = 

FALSE) 

3. RESULTS  

Data and analyses are available at osf.io/kca26. Fig.2 

shows the first five PCs, which capture 98.2% of 

curve variability in this dataset. The black line in each 

panel represents the smoothed and normalized 

average F0 curve and is the same in all five panels. 

The red curves show the changes to this average F0 

curve when the coefficient of the depicted PC is up to 

+1 standard deviation above the mean; the blue 

curves show the same changes when the coefficient is 

up to -1 standard deviation. Table 2 presents the 

output of LMEMs and, for each model, marginal R2 

(an estimate of the proportion of variance explained 

by fixed factors, here ACCENT) and conditional R2 (an 

estimate of the proportion of variance explained by 

the combined effect of fixed and random factors, here 

ACCENT, SPEAKER, and ITEM). 

Fig.2 shows that PC1 captured 76.4% of the curve 

variability and that this variability was related to F0 

scaling, with higher scores (red curves) leading to 

higher scaling relative to lower scores (blue curves). 

As shown in Table 2, PC1 scores for L+H* were 

significantly higher relative to H* (see also Fig.3a). 

This suggests that L+H* was scaled higher than H*. 

Conditional R2 indicates that 27% of the variance was 

due to the combined effects of ACCENT, SPEAKER, and 

ITEM, while marginal R2 indicates that only 3% of the 

variance in PC1 scores was related to ACCENT.  

 
Figure 2: PC1-PC5 of the corpus; the vertical line 

indicates the onset of the accented syllable; percentages 

indicate variability captured per PC. For details, see text. 

PC2 captured 15.1% of curve variability in the 

corpus. Fig. 2 suggests that this variability was related 

to F0 shape: higher PC2 scores resulted in a slightly 

“scooped” rise-fall, while lower scores resulted in a 

plateau-fall. The fact that PC2 scores were 

significantly higher for L+H* than H* (see Table 2 

and Fig.3b), suggests that L+H* had a slightly rise-

fall shape, while H* was realized as a plateau-fall. 

The conditional R2 indicated that 68% of the variance 

was due to the combined effect of ACCENT, SPEAKER, 

and ITEM, while the marginal R2 indicated that 10% 

of the PC2 variance was due to ACCENT.  

PC3 and PC4 captured together 6.6% of curve 

variability. Fig.2 suggests that this variability was 

related to curve shape: higher PC3 and PC4 scores 

resulted in a fall, while lower scores resulted in a rise-

fall. PC3 and PC4 scores for L+H* were significantly 

lower than those for H* (see Table 2 and Fig. 3c and 

3d), indicating a difference between a rise-fall vs. a 

fall respectively. Conditional R2 indicated that 54% 

and 64% of the variance (for PC3 and PC4 

respectively) was due to the combined effect of 

ACCENT, SPEAKER, and ITEM, while marginal R2 

showed that just 2% of the variance in PC3 and PC4 

was due to ACCENT. 

Recapitulating, PC2, PC3, and PC4 captured 

differences between a rise-fall and a plateau-fall, with 

the differences among the three PCs relating mostly 

to the location of the peak in the rise-fall and the 

beginning of the fall in the plateau. These events can 

appear before or after the onset of the accented vowel 

(shown as the vertical black line in Fig.2).  
 

PC1 Est. SE df t-value Pr(>|t|) 

(Intercept) -1.31 0.58 1024.9 -2.25 * 
Accent: L+H* 7.16 1.05 1571.6 6.82 *** 
Marginal R2: 0.03 Conditional R2: 0.27  

PC2 Est. SE Df t-value Pr(>|t|) 

(Intercept) -2.04 0.83 8.35 -2.46 * 

Accent: L+H* 5.92 0.42 1530.6 14.14 *** 

Marginal R2: 0.09 Conditional R2: 0.68  

PC3 Est. SE Df t-value Pr(>|t|) 

(Intercept) 0.35 0.36 8.71 0.97 0.359 

Accent: L+H* -1.62 0.25 1584.6 -6.44 *** 

Marginal R2: 0.02 Conditional R2: 0.54  

PC4 Est. SE Df t-value Pr(>|t|) 

(Intercept) 0.22 0.29 8.09 0.78 0.49 

Accent: L+H* -0.95 0.17 1533.7 -5.67 *** 

Marginal R2: 0.02 Conditional R2: 0.64  

PC5 Est. SE Df t-value Pr(>|t|) 

(Intercept) 0.07 0.08 10.92 0.85 0.41 

Accent: L+H* -0.07 0.12 1444.62 -0.62 0.54 

Marginal R2: 0.00 Conditional R2: 0.70  

Table 2: Results of LMEMs for PC1, PC2, PC3, PC4 

and PC5; p < .05 = *, p < .01 = **, p < .001 = ***; the 

marginal and conditional R2 of each model are presented 

below the relevant model in italics. 
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Figure 3: Density and boxplots of PC1, PC2, PC3, and 

PC4 scores, separately for H* and L+H* accents. 

 

 Figure 4: (a): Reconstructed F0 curves by ACCENT using 

(PC1), PC2, PC3, and PC4, and obtained by incorporating 

the average values of each PC score, as predicted by the 

linear model, into the FPCA equation. The equations for 

the two curves with all four PCs2 are: for H*, f(t) = μ(t) - 

1.31 × PC1(t) - 2.04 × PC2(t) + 0.35 × PC3(t) + 0.22 × 

PC4(t); for L+H*, f(t) = μ(t) + 5.85 × PC1(t) + 3.87 × 

PC2(t) - 1.27 × PC3(t) - 0.73 × PC4(t); (b) smoothed and 

averaged F0 curves pooled across speakers and tasks. In 

both plots, the vertical line indicates the onset of the 

accented syllable. 

4. GENERAL DISCUSSION AND 

CONCLUSIONS 

This study showed that H* and L+H* are distinct in 

Greek unscripted speech. In this dataset, H* was 

realized as a declining plateau followed by a fall, 

while L+H* had a slightly “scooped” rise-fall shape 

(Fig. 4). These findings align with the results reported 

in [9, 10] for scripted speech, providing supporting 

evidence that this accentual distinction between H* 

and L+H* is relevant for Greek intonational 

phonology.  

This conclusion is reached by considering the 

shape and contribution of the PCs that had 

significantly different scores for ACCENT, the 

conditional and marginal R2 for each LMEM, and the 

effect of each PC on curve reconstruction (Fig. 4).  

As noted, PC1 captured scaling differences but its 

low conditional and very low marginal R2 (compared 

to the other PCs) suggests that these scaling 

differences do not help distinguish H* from L+H* in 

Greek. They are most likely due to the changes in 

pitch level and span that are inevitably present in 

unscripted speech. This is supported by comparing 

the reconstructed curves with and without PC1. As 

shown in Fig. 4a, the curves are identical for H* and 

show only scaling differences for L+H*, suggesting 

that the scaling of L+H* is more variable (as indicated 

by the density plots in Fig. 3a as well). In contrast, 

while PC2, PC3, and PC4 explained relatively little 

of the variability in the corpus (21.7% all together), 

they captured contour shape differences of 

importance for the accentual contrast. This is 

reflected in the reconstructed curves which retain the 

same shape with and without PC1. 

Conditional and marginal R2 exhibited large 

differences in this analysis. The values of conditional 

R2 suggest that, for all PCs, much of the variance was 

explained by the variables in the random structure. 

This is likely due to the nature of unscripted speech, 

in which syllable structure, accented syllable 

location, and the proximity of other tonal events are 

not controlled. Despite the extensive and uncontrolled 

variability in these unscripted data, however, the 

distinction between H* and L+H* did hold for Greek. 

Finally, the use of FPCA followed by statistical 

modelling has important methodological 

repercussions for intonation research. Our results 

show that FPCA is suitable for analysing the 

intonation of unscripted speech. Most importantly, by 

using a data-driven, dimension-reduction technique 

followed by statistical modelling and by taking 

marginal and conditional R2 values into account, and 

considering curve reconstruction, we have shown that 

it is possible to systematically distinguish variability 

due to linguistic factors of interest, such as the 

accentual contrast investigated here, from variability 

due to other factors, such as speaker-specific and 

item-specific differences. Further, this methodology 

allows us to deduce the features that are critical for 

distinguishing accentual contrasts. Here, for instance, 

it was shown that scaling differences were not as 

important as shape for distinguishing H* from L+H*. 

Taken together, these are helpful steps towards 

separating linguistic variation from general 

variability in the study of intonation and facilitate the 

study of spontaneous data. 
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